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Figure 1: TutorCraftEase’s interface consists of three panels: The Reference Panel (A) enables users to load online textbooks
via URL, where selecting text triggers an LLM-powered question generation menu (B), offering options for text copying
or pedagogical question creation. The Authoring Panel (C) enables navigation and refinement of LLM-generated questions,
allowing interactive editing of question attributes (D), modification of existing questions, or creation of new ones from scratch.
The Preview Panel (E) provides real-time editing review, while the Exportation Button (F) allows final question export.
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Abstract

Pedagogical questions are crucial for fostering student engagement
and learning. In daily teaching, teachers pose hundreds of ques-
tions to assess understanding, enhance learning outcomes, and
facilitate the transfer of theory-rich content. However, even ex-
perienced teachers often struggle to generate a large volume of
effective pedagogical questions. To address this, we introduce Tu-
torCraftEase, an interactive generation system that leverages large
language models (LLMs) to assist teachers in creating pedagogical
questions. TutorCraftEase enables the rapid generation of questions
at varying difficulty levels with a single click, while also allowing
for manual review and refinement. In a comparative user study with
39 participants, we evaluated TutorCraftEase against a traditional
manual authoring tool and a basic LLM tool. The results show that
TutorCraftEase can generate pedagogical questions comparable in
quality to those created by experienced teachers, while significantly
reducing their workload and time.
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1 Introduction

Questioning and answering are central to formal pedagogy [29,
88, 109]. Educators use questions to assess students’ knowledge,
enhance understanding, and stimulate critical thinking [12]. On a
typical school day, high school teachers ask an average of 395 ques-
tions, while primary school teachers ask about 348 questions [9, 33].
These questions, known as pedagogical questions [25, 26, 91], serve
various instructional purposes, ranging from checking classwork to
promoting thoughtful reflection. They are also a major component
of Intelligent Tutoring Systems (ITS) [28, 71, 97], where well-crafted
pedagogical questions are used to spark students’ curiosity and help
them gain new insights on a large scale [66, 89].
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Despite the fact that novel interactive systems have greatly en-
hanced the effectiveness of pedagogical questions in education and
training, creating a large number of these questions in a limited
time remains a challenge for novice teachers. Reports indicate that
traditional ITS questions creation tools require up to 300 hours of
development to produce just one hour of teaching content [72],
posing a substantial barrier for teachers with heavy workloads.
Although tools such as Cognitive Tutor Authoring Tools (CTAT)
[3], ASPIRE [67], Simulated Learners [105], and OAtutor [77] were
developed to simplify the content creation process, they often come
with steep learning curves and require programming or specialized
editing skills, imposing a considerable psychological burden on
users.

The emergence of large language models (LLMs) has opened new
frontiers in assisting with content creation tasks, leading to the de-
velopment of various human-Al co-creation tools for writing [24],
brainstorming [116], and visual art design [14]. Moreover, LLMs
have begun to revolutionize educational applications, enabling au-
tomated feedback systems [65], and the creation of reading com-
prehension exercises [107]. This drives us to consider using LLMs
to support the creation of pedagogical questions in ITS systems,
enabling novice teachers to quickly generate high-quality questions
and enrich the question banks of these systems.

This paper presents an interactive generation system called Tu-
torCraftEase, driven by LLM (GPT-4o0 [76]), to quickly create ped-
agogical questions. Our system is based on OATutor, a fully im-
plemented adaptive tutoring system grounded in the principles of
ITS that provides researchers with a flexible environment to verify
the effects of pedagogical questions. Unlike reading comprehen-
sion exercises [107], the OATutor system standardizes questions
by breaking each one into multiple solution steps, with each step
including a title, body, and answer, along with hints and scaffolding.
This standardized approach helps teachers quickly identify students’
difficulties in understanding and allows for timely intervention and
adjustment of teaching strategies.

The design and implementation of TutorCraftEase are rooted in
the principles of Human-AI Interaction (HAI) [54, 108], aiming to
provide robust Al support to alleviate the challenges associated with
pedagogical questions creation. User interface of TutorCraftEase
consists three main panels (Figure 1): the Reference Panel, the Au-
thoring Panel, and the Preview Panel. These panels are designed
to support the iterative process of questions creation, examination,
and revision. The Reference Panel serves as a gateway for users
to browse and interact with online textbooks, allowing them to
select specific text segments as input for the LLM-assisted question
creation process. This process adaptively produces pedagogical
questions tailored to the chosen text, ranging from detailed ques-
tions to specific steps and hints, thus catering to a wide range of user
creation needs. Employing a systematic approach known as prompt
chaining [34, 106], the process meticulously crafts a question’s title,
body, steps, and hints in a logical sequence. To ensure the generated
content aligns with the format requirements of OATutor, few-shot
prompting techniques [16], alongside a format corrector, are uti-
lized. Furthermore, the authoring panel provides interactive editing
functionality, allowing users to manually modify generated ques-
tions or create new questions by editing the required attributes if


https://doi.org/10.1145/3706598.3713731
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3706598.3713731

TutorCraftEase: Enhancing Pedagogical Question Creation with Large Language Models

the existing question does not meet the requirements. The preview
panel is used to review the question generated by the LLM.

We conducted a user study with 36 + 3 participants to compare
TutorCraftEase with the original spreadsheet-based authoring tool
used in OATutor [77] and another tool with basic LLM support.
In this study, 36 participants took part in a within-subjects study
to evaluate the efficiency and user experience of TutorCraftEase
in creating pedagogical questions. 3 experienced teachers were in-
vited to assess the quality of the pedagogical questions generated
by the three tools. The results demonstrated TutorCraftEase is ef-
ficient, producing pedagogical questions more quickly and with
less effort, while maintaining quality comparable to that of ques-
tions created by experienced teachers. Furthermore, self-reported
feedback from the study underscored a strong preference for Tu-
torCraftEase among the participants, who particularly praised its
usability and the streamlined process for creating pedagogical ques-
tions. Participants also noted that TutorCraftEase enabled them
to produce pedagogical questions more closely aligned with their
creative objectives and to broaden their educational perspectives.

The contributions of this paper are as follows:

e We present TutorCraftEase, an authoring tool that simplifies
the creation of pedagogical questions. It offers features such
as automated question generation and interactive editing
of question properties, thereby enhancing the efficiency of
collaborative question creation by humans and LLMs.

e We conducted a user study with 39 participants to evaluate
TutorCraftEase’s performance. We found that the quality
of pedagogical questions generated by TutorCraftEase is
consistent with those created manually. Additionally, Tu-
torCraftEase has played a positive role in enhancing col-
laboration between teachers and LLMs in the creation of
pedagogical questions and in broadening educational per-
spectives.

o We discuss the existential issues of LLMs in the authoring
of pedagogical questions, including the effective transforma-
tion of LLM output into pedagogical questions, balancing
Al-driven creation with maintaining user autonomy, teacher-
centered interactive design, and the opportunities and reflec-
tions that LLMs bring to education.

2 Related Work

2.1 ITS Authoring Tools

The principles of Intelligent Tutoring Systems [7] have been exten-
sively explored over several decades, leading to diverse implemen-
tations aimed at enhancing educational outcomes [100]. Research
indicates that ITSs can significantly improve student learning out-
comes through on-demand instruction and feedback [30, 62, 94].
However, the authoring tools in ITS are often complex and de-
mand considerable effort from content authors [72], such as ASPIRE
[68] requires author to provide a high-level description of the do-
main, as well as examples of problems and their solutions. Open
Adaptive Tutor (OATutor) [77] requires author to create content
with Google Spreadsheet. To address these issues, on the one hand,
researchers have proposed new content authoring methods, includ-
ing example-tracing method [4] and SimStudent’s tutor authoring
method [64], and on the other hand, they have sought to streamline
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the authoring process and enhance efficiency through the devel-
opment of more intuitive authoring tools [63, 105], such as tool
for assist ITS to generate whole interface and specific components
based on high-level requirements [18].

The Cognitive Tutor Authoring Tools (CTAT) represent a signif-
icant advancement in this area, simplifying the content creation
process by employing example-tracing methods in place of tradi-
tional programming. This innovation has dramatically reduced the
estimated development time from 200-300 hours for one hour of
instruction to just 50-100 hours [3]. Despite these improvements,
CTAT, similar to the original authoring tool for OATutor [77], re-
lies on Spreadsheets programming. This approach can introduce
inefficiencies, particularly when creating a vast array of questions
[105]. In contrast, the ASSISTment Builder [86] represents a further
evolution in ITS authoring tools by employing a web-based inter-
face, thereby obviating the need for conventional programming.
This platform supports the full life cycle of ITS content creation,
from initial development to ongoing maintenance and enhancement
as the content is actively used by students. While this approach
markedly reduces content creation time to approximately 40 hours
for one hour of instruction, it introduces a learning cost for new
users [77]. Familiarizing oneself with the ASSISTment Builder’s
interface and functionalities can be time-consuming, potentially
offsetting some of the efficiency gains until users overcome the
initial learning curve.

2.2 LLM-Based productivity Tools

Large language models (LLMs) have made significant strides in
enhancing productivity and efficiency in recent years, leveraging
their strengths in information retrieval, automated text generation,
and language understanding [24, 32, 37, 83, 99, 116]. For example,
LLMs can assist writers with tasks such as text rewriting, expansion,
and narrative continuation [110]; facilitate the collaborative gener-
ation of research questions between humans and LLMs [56]; and
help journalists discover novel reporting angles from press releases
[81]. Beyond directly utilizing the text generated by LLMs, their
capabilities can also be integrated as an agent within platforms
or applications, further improving users’ memory and planning
abilities [27, 102]. This integration not only broadens the LLM appli-
cation scenarios, but also improves user efficiency in task execution
through intelligent assistance. In addition, combining the reason-
ing and semantic extraction capabilities of LLMs with existing
algorithms also improves system performance, such as integrating
graph-structured representations with LLM-generated text [80], or
aligning semantic signals from LLMs with the structural features
of Graph Neural Networks (GNNs) [114].

However, in practical applications, the performance of large lan-
guage models (LLMs) is often constrained by their prompts. For
non-experts in computer science, designing and customizing appro-
priate prompts presents a significant challenge [45, 111]. To assist
non-Al experts in addressing this issue, researchers have explored
methods to guide LLM output through natural language and inter-
active prompt-based approaches [111], developed interactive tools
to iteratively refine prompts by incorporating custom evaluation
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criteria [45] and have explored various prompt techniques, includ-
ing few-shot learning [16], chaining prompts [34, 104, 106], and
fill-in-the-blank methods [57].

Furthermore, in the design of LLM-based productivity tools, re-
searchers emphasize the importance of providing effective prompts
and support of the user experience (UX) to guide users in fully
leveraging LLM capabilities [110, 112]. In the context of ’human-AI
collaboration’, clearly defining roles and responsibilities can facili-
tate collaborative creation [41, 59], while enhancing the discover-
ability, visualization, and interpretability of Al-generated content
can improve user understanding and interaction with the system
[42, 60].

2.3 LLM-based tools for Educational Purposes

In recent years, the application of large language models (LLMs) in
the field of education has been steadily increasing, demonstrating
their significant potential to enhance both teaching effectiveness
and learning experiences [17]. Educators are increasingly recogniz-
ing that LLMs can support the learning process in various ways.
For example, LLMs have been used to analyze student preferences
[11], provide chatbot services for teachers [5], generate code ex-
planations and teaching materials [43], and assist with academic
tasks such as literature reviews [101]. In addition, LLMs have been
applied in areas such as adolescent cyberbullying education [36]
and providing feedback on learning outcomes [65], further demon-
strating their broad applicability.

However, the application of LLMs in education has also sparked
discussions among educators about their impact [35], particularly
concerning course design, assessment methods, and student abilities
[5, 46, 61]. Despite educators’ differing attitudes toward the use of
LLMs in education, these models have demonstrated impressive
capabilities in generating human-like text, understanding context,
and solving complex tasks, which can significantly contribute to
students’ learning process [39, 82, 101].

Creating pedagogical questions using text generation and com-
plex question-solving capabilities of LLMs is a key focus of our
work. However, current LLM-generated questions, such as read-
ing quiz questions [60], question-answer pairs [55], and English
practice questions [107], typically consist only of questions and
answers. While useful for practice, they lack step-by-step guidance
for teachers and do not identify specific student difficulties or pro-
vide auxiliary materials, such as hints or scaffolding, for incorrect
answers. Additionally, there is limited exploration of how LLMs
can enhance pedagogical question creation for Intelligent Tutoring
Systems (ITS), particularly in streamlining and enhancing question
development process.

To address the challenges of insufficient supporting materials,
limited step-by-step guidance, and inefficiencies in question cre-
ation, we developed a pedagogical question creation tool that har-
nesses the generative capabilities of LLMs and adopts the ’title-body-
solution steps’ framework from OATutor [77]. The tool incorporates
methods such as fill-in-the-blank [57] and chain-of-thought [34],
utilizing a custom-designed prompt template and a designed ques-
tion decomposition method to ensure precise question generation
and provide step-by-step guidance. By facilitating interactive ques-
tion editing rather than direct interaction with LLM, it enhances

usability and broadens the application of LLM in streamlining and
supporting pedagogical question creation.

3 TutorCraftEase

3.1 Design Considerations

In the design and implementation of TutorCraftEase, we considered
two aspects of how to design LLM-based pedagogical question
creation and how to adhere to interaction design principles that
facilitate the creation and editing of questions.

3.1.1  LLM-based creation for pedagogical question. To enhance the
creation of LLM-based pedagogical questions, we build on the ques-
tion structure from OATutor [77] (detailed in Appendix A) and en-
courage authors to adjust the teaching granularity as needed. How-
ever, the creation of pedagogical questions involves a multi-layered
structure, sequentially generating information through LLMs can be
inefficient in systems requiring immediate responses. This presents
a challenge in designing LLM prompts that align with the process
of pedagogical question creation.

To address this challenge, designing precise and well-structured
prompts is crucial to generate accurate responses from LLMs [58].
The prompts must strike a balance between complexity and sim-
plicity [17]: overly complex prompts may risk misunderstanding
and extended response times, while overly simple prompts may
result in general output. To ensure that the generated questions are
contextually and semantically relevant and consistent with the ma-
terials chosen by the author, it is essential to clearly define the role,
task, and expected output of the LLM in the creation process [90].
Additionally, we should integrate discrete prompts for the creation
of pedagogical questions into a cohesive chain prompt [53], thus
simplifying the creation process and improving efficiency.

3.1.2  Human-Al Interaction System Design Principles. The integra-
tion of Al into HCI systems has led to significant advancements, yet
presents unique design challenges, particularly due to the inherent
uncertainties in Al capabilities and the complexity of its outputs
[108]. In the context of pedagogical questions creation, where ac-
curacy and reliability are paramount, the improper application of
AT technologies poses significant risks [60]. Therefore, to navigate
these challenges and harness the potential of Al effectively, it is
crucial to follow a set of well-established Al system design prin-
ciples. These principles provide a solid foundation for developing
systems that are both user-friendly and resilient to the pitfalls of
Al integration.

In the process, we should adhere to the foundational principles of
Human-Al Interaction (HAI) within the field of Human-Computer
Interaction (HCI), focusing on the following aspects: first, ensuring
that the system can efficiently correct errors and establish clear
boundaries for Al intervention [6, 40]; second, emphasizing the
predictability and controllability of the system to ensure that users
can manage the AI's behavior [74]; and third, applying scaffolded
prompt engineering to guide users in effectively leveraging Al
technologies, thereby enhancing their interaction experience [110,
112]. These strategies provide a solid foundation for the effective
application of large language models (LLMs) and further optimize
the process of teaching question creation.
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3.1.3 The Overall Design of TutorCraftEase. Guided by insights
from LLMs and the principles of Human-AlI Interaction (HAI) sys-
tems, we discussed the overall design for TutorCraftEase. These
design proposals aim to optimize the process of creating pedagogi-
cal questions for authors by effectively leveraging LLMs, thereby
enhancing productivity and ensuring that the quality of the gener-
ated questions is comparable to those created manually by teachers.

e The design of LLM prompt. To meet the needs of creating
pedagogical questions structured in a ’title-body-solution
steps’ format, LLM prompts are designed to chain together
different levels of question structures. Additionally, to better
decompose the step within the pedagogical question struc-
ture, task analysis and tree decomposition methods are em-
ployed to decompose step into a mixture of hints and scaf-
folding.

e User interaction with LLM. Pedagogical question creation
tools, which focus on seamlessly integrating Al assistance
into the creative process of authors, aim to allow users to
easily create, modify, and refine pedagogical questions with
minimal effort. In TutorCraftEase, we enhance the interactive
performance between humans and LLMs through interactive
editing of pedagogical question attributes, as well as real-
time monitoring and error correction during the creation
process.

e User interface of TutorCraftEase. TutorCraftEase is a
comprehensive full-stack web application featuring a user
interface with a reference panel, an authoring panel and
a preview panel. These panels streamline the process of
selecting material from textbooks, refining knowledge to
create pedagogical questions, manually editing them, and
conducting reviews.

3.2 pedagogical question Generation with LLM

For creating the structure of ’title-body-solution steps’ in pedagog-
ical questions, we utilize a technique known as chaining prompts
[34, 104, 106] and a one-shot approach [16]. They enable us to guide
the LLM through a sequence of related prompts, ensuring the gen-
eration of coherent and contextually relevant content. For instance,
Figure 2 illustrates the process to generate a pedagogical questions
based on selected textbook text. This process begins by prompting
the LLM to create a concise summary, limited to five words, which
serves as the title of pedagogical question. This is followed by a
more detailed summary, capped at 30 words, which forms the body.
The LLM is then prompted to create a question-answer pair as a
solution step, and multiple general hints and scaffolding for this
solution step.

To enhance the generation of pedagogical questions, we devel-
oped a RICTEF (Role, Input, Constraint, Task, Example, Format)
prompt template. As shown in Table 7, we provide a detailed expla-
nation of the purpose of each factor in the RICTEF template, along
with corresponding examples to support the explanation. For a
detailed description, refer to Appendix B.1. Additionally, to support
interactive editing during question creation, we use a fill-in-the-
blank approach [23, 57, 113] for custom constraints. The format is
as follows: Please design a ${num}-grade ${course} ${question type}
question aimed at helping students master knowledge related to
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${knowledge points}. The definition of ${question type} contains
${define}, and its elements is ${elements}. Here, 'num’ denotes the
corresponding grade level in K-12 education, and ’course’ refers
to the current course for which the pedagogical question is be-
ing created. The definition of question type is as detailed in the
supplementary material.

For the creation of hints and scaffolding, we use a tree-based
decomposition method to break down a complex pedagogical ques-
tion into a three-layer question tree by task analysis [8, 20]. This
process is formally expressed as follows:

P = (Po,{P1, P, ... Pu}) (1

where, Py represents the root question, which is the pedagogical
question that needs to be decomposed, P; is the i — th sub-question
tree, and n denotes the number of sub-question trees (called solu-
tion steps in the structure of pedagogical question) derived from
decomposing the complex question. For each P;, we further decom-
pose it into a series of hints (or scaffolding), which form the leaf
nodes of the question tree, represented as:

P; = {H;1,His, ..., Him} (2

where m is the number of hints for the i — th sub-question tree,
and H;;j represents the j — th hint in the i — th sub-question tree.
Finally, the solution of question P can be obtained by combing the
solutions of its hints.

n
Solution(P) = Z Solution(P;) (3)
i=0

In generating hints and scaffolding, we also achieve this by im-
posing constraints on the prompt, including the number of decom-
position levels, subquestions, and solution steps. Additionally, we
include selected texts from reference panel, the complex pedagogi-
cal question and its answer for which hints and scaffolding are to
be created in the prompts, fostering a seamless integration within
the structure of pedagogical questions.

Finally, we structure the format of the generated questions from
the LLM output (detailed in the Appendix B.2) and consolidate the
prompts used for generating different granularities of pedagogical
questions and the output formats of pedagogical question into a
unified prompt, which serves as the input for the LLM to generate
all components of the pedagogical question.

3.3 Interface Design and Development

With design goals identified in Section 3.1.3, we develop Tutor-
CraftEase: a dynamic, web-based generative tool designed to assist
teachers in producing pedagogical questions tailored to the OATu-
tor format. TutorCraftEase empowers authors to efficiently gen-
erate and structure pedagogical questions, drawing directly from
textbook texts to populate a ’title-body-solution steps’ hierarchical
framework, and facilitates real-time review.

As depicted in Figure 1, the user interface of TutorCraftEase con-
sists three main panels: the Reference Panel, the Authoring Panel,
and the Preview Panel. These panels are designed to support seam-
less navigation between materials reference, active pedagogical
question creation, and immediate questions preview. The Reference
Panel (Figure 3) allows authors to pinpoint and select textbook seg-
ments for LLM-assisted question creation, with a context-sensitive
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menu appearing after selection to guide them through the gen-
eration process. The Authoring Panel (Figure 5) offers a flexible
workspace where authors can adjust question properties before
generation or refine existing questions to meet pedagogical needs.
The Preview Panel (Figure 7) provides a real-time display of edited
questions, allowing users to verify their accuracy and instructional
effectiveness.

3.3.1 Reference Panel. The Reference Panel (Figure 3) is designed
to provide users with an easy way to browse and select materials for
generating pedagogical questions. Users can enter the URL of the
required materials to directly access textbook pages on the Open
Educational Resources (OER) platform, allowing them to quickly
retrieve relevant content. To streamline the generation process,
TutorCraftEase introduces an LLM-assisted functionality menu,
offering a ’one-click generation’ button and a ’copy’ buttons to
quickly create pedagogical questions and copy reference materials,
as illustrated in Figure 4. The generated questions consist of applied
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Figure 4: The LLM-assisted functionality menu for pedagogi-
cal question generation.

questions that emphasize the practical application and contextu-
alization of knowledge, making them more effective in assessing
students’ ability to solve complex problems. The menu does not
include options for modifying question types or attributes; instead,
these functions are centralized in the Authoring Panel. This design
aims to simplify the initial interaction with the reference materi-
als panel and encourages teachers to refine and personalize the
generated questions within the Authoring Panel.

During the generation process, the LLM prompts for creating
pedagogical questions based on the ’title-body-solution steps’ struc-
ture were customized, with constraints added to the decomposition
of solution steps to optimize the relevance of the pedagogical ques-
tions. At the same time, to ensure a coherent authoring process,
the system automatically populates the generated questions in the
Authoring Panel for easy viewing and further editing.

3.3.2  Authoring Panel. The Authoring Panel (Figure 5) is designed
to provide authors with a comprehensive and flexible pedagogical
question creation workspace. It features a hierarchical navigation
menu that facilitates seamless switching between solution steps,
hints and scaffolding. The navigation menu enables authors to
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Figure 5: The Authoring Panel showcasing a hierarchical
navigation menu for managing soultion steps and hints.

select and focus on the specific element of a question they wish to
edit, enhancing workflow efficiency.

In this panel, three interactive ways are provided for working
with LLM-generated pedagogical questions: 1) selecting the prop-
erties needed to generate a new question and regenerating it using
the editing tool shown in the Figure 6; 2) manually modifying LLM-
generated pedagogical questions to address potential inaccuracies;
and 3) crafting pedagogical questions from scratch, leveraging one’s
own expertise and creativity. In addition, this panel supports di-
verse content forms, accommodating authors’ unique instructional
objectives. For instance, it allows for the creation of questions in
formats such as multiple choice or textbox, and it also enables the
crafting of plain hints or scaffolding.

As Figure 6 shows, new pedagogical questions can be gener-
ated by controlling its properties, which include question type,
grade, knowledge points and difficulty level. The question type is
controlled via a dropdown menu, offering options to select ques-
tion type such as single-choice, multiple-choice, fill-in-the-blank,
true/false, calculation, and applied question. The grade level is
selected based on the materials chosen from the reference panel,
ranging from the grade level corresponding to the selected material
up to grade 12. Lower-grade selections are not allowed because
students in lower grades may not have learned the knowledge
associated with the selected material.

Dify + N - w - Dif;

Dif =
if 100

©
2,t = single-choice question

2.5, t = true/false question

3, t = fill-in-the-blank question

3.5, t = multiple-choice question

4.5,t = calculation question

6,t = applied question

Dif, =

where Difj, is the basic difficulty of question, and N is the number
of knowledge points, and w is the difficulty factor per knowledge
point, Dif; is the difficulty factor of question type, determined by
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Step 1

What does Newton's first law state?

Please describe the motion state of a body at rest.

Abody at rest tends to remain at rest.

Text Box ~ string ~

\

Figure 6: Interactive editing area for attributes of newly gen-
erated questions.

Preview o

Driving Speed

Figure 7: The Preview Panel in TutorCraftEase, enabling au-
thors to review and test their edited pedagogical question in
real-time.

calculating the ratio of the number of questions of the same type
to their corresponding scores in the exam.

Furthermore, the Authoring Panel integrates advanced features
from OATutor[77], such as LaTeX support, hint dependencies, and
variabilization, which broaden the range of pedagogical questions
that can be created. These capabilities ensure that the Authoring
Panel not only facilitates the efficient correction and enhancement
of LLM-generated material, but also empowers authors to meticu-
lously craft and customize pedagogical questions, adhering to best
practices, and fostering an engaging learning environment.

3.3.3  Preview Panel. The Preview Panel (Figure 7) is designed not
only to allow authors to instantly view the pedagogical questions
they are refining, but also to interactively test the questions they
have crafted, emphasizing the importance of facilitating real-time
examination and interaction with edited content. Utilizing the open-
source framework of OATutor [92], the Preview Panel precisely em-
ulates the appearance and behavior of pedagogical questions within
the actual OATutor environment. This emulation extends to the ac-
curate rendering of LaTeX expressions inputted via the Authoring
Panel, ensuring that mathematical formulas and other LaTeX-based
content are correctly displayed. Beyond mere visualization, this
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Toolbox

Input
Consider an air hockey table. When the air is turned off, the puck slides
only a short distance before friction slows it to a stop. However, when the
air is tumed on, it lifts the puck slightly, so the puck experiences very littie &
friction as it moves over the surface. With friction almost eliminated, the ¥

Operations SUMMARIZATION QUESTION GENERATION USE CUSTOM PROMP

Output
With reduced friction, the puck glides smoothly; understanding copYTO
friction helps predict object deceleration. CLIPBOARD

Figure 8: The interface for using LLM features in the LLM
Toolbox includes summarization, question generation, and
use custom prompt.

interactive testing feature in the Preview Panel empowers authors
to verify the functionality, accuracy, and educational efficacy of
questions and materials, enhancing the validation process before
the finalization of pedagogical questions.

3.3.4 Data Export. The Data Export feature streamlines the process
of integrating authored pedagogical questions into the OATutor
system. With a simple click of the ’Export’ button, authors can
package their completed pedagogical questions into a zip file. This
file can then be easily unzipped and imported into OATutor by
placing it in the content pool directory.

4 User Study

To evaluate the efficacy of TutorCraftEase, three experimental con-
ditions were assessed through a within-group user study and a
blind test survey: TutorCraftEase, LLM Toolbox (a tool providing
basic large language model support), and Spreadsheet (the conven-
tional manual authoring tool used by OATutor). The within-group
user study evaluated the performance of three experimental condi-
tions in creating pedagogical questions, while the blind test survey
assessed the quality of the questions generated under these condi-
tions.

4.1 Conditions and Materials

4.1.1  LLM Toolbox. The LLM Toolbox differs from TutorCraftEase
in that it does not include LLM-assisted content generation and
automatic content integration, but provides a direct way to use the
LLM. Figure 8 shows the interface for accessing the large language
model (GPT-40) features in the LLM Toolbox, including ’summa-
rization’, ’question generation’, and ’use custom prompt’ opera-
tions. The ’summarization’ feature condenses selected text into
brief summaries, which is useful for creating question titles or step
descriptions. The 'question generation’ creates relevant questions
and answers, assisting in the formulation of steps and scaffolding.
The ’use custom prompt’ option allows the author to use custom-
designed prompts to guide and utilize the LLM. Additionally, similar
to TutorCraftEase, the LLM Toolbox also supports filling the tool-
box input fields by selecting materials from the reference panel via
an interactive menu or manual copying.

4.1.2  Spreadsheet. The Spreadsheet replicates the Spreadsheet pro-
gramming methodology employed by the OATutor editorial team,
as detailed by Pardos et al. [77]. Participants in this condition utilize

a Spreadsheet interface, as exemplified in Figure 10 (in Appendix A),
to edit and structure pedagogical questions. This approach requires
the use of a conversion script to translate Spreadsheet data into a
format compatible with OATutor.

4.1.3 Reference Material. For our study, we selected sections 4.2,
4.3, and 4.4 from OpenStax’s open-access high-school physics text-
book [93], focusing on Newton’s three laws of motion, and trans-
lated these sections into Chinese. Before the experimental session,
we distributed the translated textbook in PDF format to partici-
pants, asking them to thoroughly review the material. During the
sessions, we equipped them with the same Reference Panel used in
both TutorCraftEase and the LLM Toolbox for content reference
when engaging with Spreadsheet authoring. This ensured consis-
tent access to textbook content across all tools, facilitating a fair
comparison of their question creation capabilities. The selected
textbook sections were preloaded into each tool’s Reference Panel
for immediate use during the study.

4.2 Participants

As mentioned before, we conducted two experiments: a within-
group user study and a blind test survey. Therefore, we recruited
two groups of participants.

For the within-group user study, 36 participants (age of M =
29.18, SD = 7.50; 20 females and 16 males) were recruited to create
pedagogical questions. All of the participants are physics teachers:
17 teach physics in high school (K10-K12), and 19 teach physics in
middle school (K7-K9). Of them, 26 held bachelor’s degrees, 7 had
post-graduate degrees, and 3 had college diploma or lower-level
education.

For the blind test survey, 3 veteran physics teachers, each with
experience in creating pedagogical questions and over five years
of teaching experience, were recruited to assess the quality of the
questions generated.

4.3 Procedure

In the within-group user study, each participant was instructed
to create a total of 9 pedagogical questions based on the textbook
materials displayed on the reference panel of each system, with
3 questions created under each experimental condition. The pro-
cedure of each participant was as follows: 1) they received a brief
tutorial on the system to ensure familiarity with its functionality
and were informed their screens would be recorded during the
experiment; 2) they used three tools to create 9 pedagogical ques-
tions. To mitigate order effects, we counterbalanced the sequence
in which participants experienced each condition and randomized
the assignment of textbook sections to conditions; 3) Upon com-
pleting the tasks, participants completed a post-task questionnaire
assessing their user experience, as detailed in Table 1, and ranked
the preferred order in which they would use the three tools. Sub-
sequently, participants shared opinions through a semi-structured
interview, as detailed in the qualitative analysis section. Each par-
ticipant took approximately 90 minutes to complete the user study
and received 200 RMB for their time.

The post-task questionnaire was constructed by adopting stan-
dard metrics of helpfulness, efficiency, usability, enjoyment, and
satisfaction in the System Usability Scale (SUS) [10, 96], and effort,
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mental demand from NASA Task Load Index (NASA-TLX) [13]. Cer-
tain metrics from both scales, such as system consistency, temporal
demand, and success rate, among others, are not involved as they
are not suitable for evaluating the tool in our context. Moreover,
the tool we designed focuses on human collaboration with LLMs to
generate pedagogical questions. Its performance is reflected mainly
in the effectiveness of human-Al collaboration, the degree of control
over the AI/LLM, the quality of the generated questions, and the
user’s sense of achievement during the creation process. Therefore,
metrics of creative achievement [38, 52], ownership [103], quality
[69, 70], controllability [87], collaboration [44, 52] are also included
to provide a more comprehensive evaluation.

In the blind test survey which we adopted from an established
method [73], we asked three veteran physics teachers to evaluate
90 pedagogical questions. These questions were randomly selected
from the set of questions created by the three tools in the within-
group user study, with each tool providing 30 questions. Through-
out the blind test survey, each participant evaluated the same set of
90 questions by 1) receiving instructions on how to assess pedagogi-
cal questions and a detailed description of three tools; 2) evaluating
the quality of each pedagogical question (rated on a 5-point scale
from 1 (very low) to 5 (very high)) using a custom-developed in-
terface designed for easy rating and automatic result recording.
Each teacher spent about 60 minutes completing the test and was
compensated with 300 RMB.

This study was conducted in accordance with the ethical guide-
lines of the local ethics committee. Prior to participation, all subjects
provided informed consent, and their confidentiality and anonymity
were strictly maintained throughout the study.

5 Results

In the within-group user study, the pedagogical questions created
by participants, their user behaviors, subjective ratings, and open-
ended opinions were recorded. In the blind test survey, the quality
ratings of the pedagogical questions were collected. To present these
results more clearly, we have organized the data into quantitative
and qualitative analyses in the following sections.

5.1 Quantitative results

5.1.1 Blindtest. Inthe blind test, participants rated the pedagogical
questions created in the within-group user study. The 36 partici-
pants in the within-group user study generated a total of 325 valid
pedagogical questions: 111 with TutorCraftEase, 106 with the LLM
Toolbox, and 108 with the Spreadsheet. Some submissions were
excluded as invalid due to duplicate uploads or formatting errors.
Examples of pedagogical questions created by participants using
TutorCraftEase are detailed in Appendix C. In the blind test survey,
three veteran physics teachers evaluated the quality of 90 randomly
selected pedagogical questions independently. The inter-rater con-
cordance among the three rating teachers was 0.84, calculated by
Fleiss’ Kappa coefficient. As the data do not follow a normal distri-
bution (by the Kolmogorov-Smirnov test with & = 0.05), a Friedman
test (non-parametric repeated measures) was used to analyze the
differences across the three conditions.

The results showed that the quality of questions generated by Tu-
torCraftEase (M = 2.57,SD = 0.14) was comparable to those created

CHI ’25, April 26-May 01, 2025, Yokohama, Japan

manually by participants using a Spreadsheet (M = 2.58,SD = 0.24),
while the LLM Toolbox (M = 2.55, SD = 0.28) produced the lowest
quality. Based on the average values from the blind test, the perfor-
mance on pedagogical questions from the three tools falls between
the middle and high levels. The Friedman test results revealed no
significant differences in quality among TutorCraftEase, LLM Tool-
box, and Spreadsheet (y*> = 0.041,p = .980). Post hoc pairwise
comparisons also revealed that there are no significant differences
between the tools: z = —0.215 (p = .830) between TutorCraftEase
and LLM Toolbox, z = —0.206 (p = .837) between TutorCraftEase
and Spreadsheet, z = —.038 (p = .970) between LLM Toolbox and
Spreadsheet. This further suggests that the quality of the ques-
tions generated by TutorCraftEase can align with the quality of the
pedagogical questions created manually.

5.1.2  Subjective rating. As shown in Figure 9, subjective ratings of
13 metrics from the post-task questionnaire of 36 participants are
presented (3 tools x 13 questionnaire metrics x 36 participants), with
the width of each color representing the number of participants
for each rating. As the data did not follow a normal distribution, a
Friedman test (non-parametric repeated measures) was conducted
to compare differences across the three tools on the given metrics.

As shown in Table 2, except for ownership, TutorCraftEase out-
performed the LLM Toolbox and Spreadsheet in all other aspects.
In particular, TutorCraftEase received a higher rating in the metrics
of helpfulness, efficiency, usability, enjoyment, effectiveness,
effor, and mental demand, exceeding the other tools by more
than one point on average. Additionally, we found TutorCraftEase
scores on par with the other two tools in terms of quality, cre-
ative achievement, and controllability. However, TutorCraftEase
scored lower in ownership (M = 3.81,SD = 1.704) compared to
Spreadsheet (M = 5.06, SD = 2.028). While TutorCraftEase enables
participants to control the creation of pedagogical questions by
setting parameters such as difficulty level, knowledge points, and
question types, participants still reported a lack of ownership over
the questions created with the tool, perceiving the output as not
being fully directed by themselves. It is worth noting that the par-
ticipants rated the quality of pedagogical questions created using
TutorCraftEase as the highest (M = 5.00,SD = 1.912), surpassing
those created with LLM Toolbox and Spreadsheet by 0.33 and 1.17,
respectively.

As shown in Table 3, the Friedman test results revealed sig-
nificant differences across the 12 metrics for TutorCraftEase, LLM
Toolbox, and Spreadsheet, except for controllability (y? = 0.066, p =
.968). Post hoc pairwise comparisons revealed that there are no
significant differences on usability (z = —1.768, p = .231), creative
achievement (z = —1.650, p = .297), ownership (z = 1.120, p = .789),
quality (z = —0.236, p = .814), collaboration (z = —0.766, p = .444),
and recommendation (z = —1.768,p = .231) between Tutor-
CraftEase and LLM Toolbox. No significant differences were found
on quality (z = —2.062,p = .118) between TutorCraftEase and
Spreadsheet, and on mental demand (z = —1.473, p = .422),creative
achievement (z = —1.296, p = .585), quality (z = —1.827, p = .203),
and collaboration (z = —2.003, p = .135) between LLM Toolbox
and Spreadsheet. Interestingly, while the Friedman test showed
a significant difference on quality (y? = 7.196,p = .027) across
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Table 1: The post-questionnaire for the three tools.

Metrics Statement (7-point Likert scale)

Helpfulness® I think this tool is very helpful for creating pedagogical questions.
Efficiency” I think this tool is efficient in creating pedagogical questions.
Usability* I think this tool is easy to use.

Enjoyment™ I enjoy creating pedagogical questions with this tool.

Effort* Using this tool does not require a considerable amount of effort.

Mental Demand*

Creative Achievement [38, 52]
Ownership[103]

Quality [69, 70]
Controllability [87]
Collaboration [44, 52]
Satisfaction®
Recommendation

Using this tool does not requires significant mental or cognitive effort.

The pedagogical questions created with this tool feels like my own achievement.

I am able to create a pedagogical questions I envision using this tool.

The pedagogical questions created with this tool can meet pedagogical needs.

The pedagogical questions creation process is under my control when using this tool.
I feel that I am collaborating with Al when using this tool.

I am satisfied with this tool’s performance

I would recommend this tool to others.

* metrics derived from SUS [10, 96], NASA Task Load Index [13], and instrumental papers [31, 48, 50].

Helpfulness Usability Efficiency Enjoyment Mental Demand
Spreadsheet I . I
LLM Toolbox -
o s o6 u ow 0 5 6w @ s 6w ow 0 S 6w ow
Effort Creative Achievement Ownership Controllability
LLM Toolbox -
TutorCraftEase -
0 o6 ow om 0 oo ou om 0 P ow om 0 P ou om
Collaboration Satisfaction Recommendation
Spreadsheet -
LLM Toolbox -
TutorCraftEase -
0 P ou om 0 : 6w om 0 s A
I Strongly disagree B Somewhat disagree Disagree Neutral Somewhatagre B Agree B Strongly agree

Figure 9: User ratings of the three conditions as derived from the post-task questionnaire.

the three tools, no significant differences were found in post hoc
pairwise comparisons.

Further, the participants’ ranking of their willingness to use the
three tools underscores a clear preference for TutorCraftEase. Of
the 36 participants, 22 ranked TutorCraftEase as their top choice,
compared to 9 who preferred the LLM Toolbox and 5 who selected
the Spreadsheet. Those who favored spreadsheets tended to be
veteran educators skilled in question design but less proficient with
computers, or teachers who frequently work with large amounts
of data and statistical analyzes.

5.1.3  User behavior. Participants’ interactive behaviors during the
creation of pedagogical questions, including the number of solution
steps created, hints and scaffolding created, time spent, and the total
word count of the questions, as well as the request made with LLM,
were automatically recorded. As the data did not follow a normal
distribution, a Friedman test (non-parametric repeated measures)
was conducted to compare differences.
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Table 2: The mean and standard deviation of subjective eval-
uation scores for three tools across 13 metrics.

item TutorCraftEase =~ LLM Toolbox  Spreadsheet
Mean SD Mean SD Mean SD
Helpfulness 5.56 1.715 4.58 1.556 3.17 1.978
Usability 5.81 1.470 4.89 1.469 3.03 1.699
Efficiency 5.78 1.606 4.61 1.793 2.75 1.730
Enjoyment 6.00 1.512 4.44 1.889 2.61 1.678
Mental Demand 5.17 1.813 4.03 1.732 3.03 2.021
Effort 5.33 1.927 3.89 1.785 2.53 1.715
Creative Achievement  5.14 1.823 4.50 1.699 3.75 1.857
Ownership 3.81 1.704 4.25 1.442 5.06 2.028
Quality 5.00 1.912 4.67 1.656 3.83 1.859
Controllability 5.17 1.715 5.14 1.376 494 1.851
Collaboration 5.56 1.576 5.11 1.369 4.06 1970
Satisfaction 5.64 1.437 4.69 1.470 3.11 1.600

Recommendation 5.69 1.636 4.78 1.709  3.03 1.797

TutorCraftEase’s integration of automated content generation
and filling significantly streamlines the creation process, reduc-
ing the workload and saving time for creators. As shown in Ta-
ble 4 and Table 5, creating a pedagogical question with Tutor-
CraftEase (M = 339.65s,SD = 235.36) takes less time than using
the LLM Toolbox (M = 434.01s,SD = 366.49) or the Spreadsheet
(M = 533.67s,SD = 827.67). The Friedman test revealed significant
differences in time, with post-hoc comparisons showing signifi-
cant differences between TutorCraftEase and both LLM Toolbox
and Spreadsheet. Additionally, TutorCraftEase generated more so-
lution steps, hints, and scaffolding than the other two tools. The
Friedman test also revealed significant differences in these aspects,
with post-hoc comparisons showing no significant difference be-
tween LLM Toolbox and Spreadsheet. In terms of the number of
characters, TutorCraftEase had more than LLM Toolbox but fewer
than Spreadsheet. No significant differences were found in pairwise
comparisons or among the three tools.

Although participants were instructed to include at least one
hint and one scaffolding for each question, the results showed that
3.8% of TutorCraftEase-generated questions lacked a hint, and 4.4%
lacked a scaffolding. For the LLM Toolbox, 12.6% lacked a hint, and
9.3% lacked a scaffolding. Similarly, 6.9% of Spreadsheet-generated
questions lacked a hint, and 8.8% lacked a scaffolding. The lower
rate of missing hints and scaffolding in TutorCraftEase is due to
its approach of breaking down complex questions into smaller
sub-questions and using specialized prompts to guide the LLM in
generating necessary hints. Additionally, TutorCraftEase produced
awider variety of question types, such as multiple-choice, true/false,
and fill-in-the-blank, while the LLM Toolbox and Spreadsheet pri-
marily generated applied questions.

As shown in Table 6, the average request time for using the
‘one-click generation’ button in TutorCraftEase is 11.81 seconds,
as it generates 3-5 solution steps at once, with an average of 2.4-4
seconds per step. This is similar to the time needed for modifying
question attributes or generating solution steps using the LLM Tool-
Box. We also found that TutorCraftEase interacts less frequently
with the LLM than the LLM ToolBox, but its request success rate
is lower. This is influenced by the length of the prompt: shorter
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prompts result in faster LLM response times and higher success
rates.

5.2 Qualitative results

In semi-structured interviews, 36 participants were asked to ex-
press their overall tool preferences and provide feedback on the
functionality and user experience of each tool through open-ended
questions. The open-ended questions were as follows:

e What are your thoughts on TutorCraftEase, including its
strengths, weaknesses, and whether it meets your expecta-
tions?

e Which groups of teachers and specific use cases do you think
TutorCraftEase is most suitable?

e What impact do you think LLMs will have on teachers?

e What changes do you think LLM could bring to education?

e What are your expectations for the future development of
LLMs?

Data from interviews were collected by having participants re-
spond to online open-ended questions. We conducted an inductive
thematic analysis (TA) [15] to analyze the data. To ensure reliability
and consistency, the coding team consisted of two authors. The
process began by segmenting the raw data into smaller units and
assigning keywords or phrases (codes) to capture their core mean-
ing, along with the corresponding participant information. These
codes were then grouped into subthemes based on frequency and
relevance, which were subsequently synthesized into overarching
themes. Finally, we performed a consistency analysis of the coder
themes using the Cohen Kappa coefficient (x =0.94).

5.2.1 TutorCraftEase enhances efficiency, significantly re-
ducing teachers’ workload. Participants agreed with the moti-
vation behind our design of TutorCraftEase and gave it high praise,
believing that TutorCraftEase effectively alleviates both their men-
tal and physical workload when creating pedagogical questions,
thereby enhancing their creative efficiency. As described by some
participants,

"TutorCraftEase can effectively reduce teachers’ men-

tal exertion and lighten their workload" (P9). "Tutor-

CraftEase undoubtedly alleviates the burden on teachers

both mentally and physically” (P10). "TutorCraftEase

frees teachers from the heavy task of creating pedagogi-

cal questions” (P19). "TutorCraftEase meets my expecta-

tions of artificial intelligence; it can quickly and easily

generate questions based on information, and all I need

to do is review and make adjustments” (P30).

Specifically, some participants shared comparative insights based
on their experiences with the different orders in which the tools
were used. For example,

"After enduring the tediousness of Spreadsheet, Tutor-
CraftEase feels truly user-friendly and features a very
comfortable interface” (P5). "I thought the LLM Toolbox
had done a good job, but after using TutorCraftEase
later, I suddenly felt that the LLM Toolbox’s capabil-
ities still need improvement"(P14). "Having used Tu-
torCraftEase made me dissatisfied with the LLM Tool-
box"(P24).
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Table 3: Friedman Test Results and Pairwise Comparisons for 13 Metrics

Friedman Test (df = 2)

Pairwise Comparisons, Z-score (Bonferroni-adjusted p)

Metrics
X p TutorCraftEase vs LLM Toolbox TutorCraftEase vs Spreadsheet LLM Toolbox vs Spreadsheet
Helpfulness 34.373 .000 -2.475 (.040) -5.303 (.000) -2.828 (.014)
Efficiency 47.814 .000 -2.770 (.017) -6.246 (.000) -3.477 (.002)
Usability 39.22 .000 -1.768 (.231) -5.657 (.000) -3.889 (.000)
Enjoyment 41.48 .000 -3.064 (.007) -5.951 (.000) -2.887 (.012)
Effort 34.319 .000 -2.770 (.017) -5.185 (.000) -2.416 (.047)
Mental Demand 24392 .000 -2.534 (.034) -4.007(.000) -1.473 (422)
Creative Achievement 12.194 .002 -1.650 (.297) -2.946 (.010) -1.296 (.585)
Ownership 21.481 .000 1.120 (.789) 3.830 (.000) 2.711 (.020)
Quality 7.196 027 -0.236 (.814) -2.062 (.118) -1.827 (.203)
Controllability™ 0.066 968 - - -

Collaboration 11.327 003 -0.766 (.444) -2.770 (.017) -2.003 (.135)
Satisfaction 44.538 .000 -2.475 (.040) -5.657 (.000) -3.182 (.004)
Recommendation 37.922 .000 -1.768 (.231) -5.127 (.000) -3.359 (.002)

* For Controllability, since the overall test retained the null hypothesis of no difference, the Friedman test did not perform multiple
comparisons. We conducted Wilcoxon signed-rank tests, and the results shown: z= -.082 (p=.934) between TutorCraftEase and LLM Toolbox,
z=-.333 (p=.739) between TutorCraftEase and Spreadsheet, and z= -.532 (p=.595) between LLM Toolbox and Spreadsheet.

Table 4: Comparative analysis of question creation metrics across tools: a statistical overview of participant performance

among three tools.

Metric TutorCraftEase LLM Toolbox  Spreadsheet
AVG Number of Solution Steps per question 2.60 (0.93) 2.01 (1.21) 2 (1.36)
AVG Number of Hints per question 2.87 (1.25) 2.40 (1.82) 2.32 (1.96)
AVG Number of Scaffolding per question 2.83 (1.18) 1.75 (1.14) 1.81 (1.57)

AVG Number of Chinese Characters per question
AVG Time to Create a question

320.26 (190.72)
339.65s (235.36)

296.09 (219.841)  381.38 (359.22)
434.01s (366.49)  533.67s (827.34)

Table 5: Friedman test results and pairwise comparisons for user behavior

Friedman Test (df = 2)

Pairwise Comparisons, Z-score (Bonferroni-adjusted p)

Metrics
X P TutorCraftEase vs LLM Toolbox TutorCraftEase vs Spreadsheet LLM Toolbox vs Spreadsheet
Number of Solution steps  21.751 .000 -3.468 (.002) -3.949 (.000) -0.481 (.063)
Number of Hints 16.659 .000 -3.056 (.007) -3.434 (.001) -0.378 (.706)
Number of Scaffolding ~ 45.886 .000 -5.323 (.000) -5.597 (.000) 0.275 (.784)
Number of characters 3.608 .165 - - -
Time 19.774 .005 -1.578 (.045) -2.152 (.012) -1.039 (.135)

* For Number of characters, since the overall test retained the null hypothesis of no difference, the Friedman test did not perform multiple
comparisons. We conducted Wilcoxon signed-rank tests, and the results shown: z= -1.500 (p=.063) between TutorCraftEase and LLM
Toolbox, z= -0.048 (p=.468) between TutorCraftEase and Spreadsheet, and z= -1.092 (p=.125) between LLM Toolbox and Spreadsheet.

Additionally, participants believed that teachers who exhibit
characteristics such as being ‘novices’, ’innovative’, "technologically
inexperienced’, or having 'tight work schedules’ are most likely to
use TutorCraftEase for creating pedagogical questions. According
to some participants’ views,

"TutorCraftEase is suitable for teachers of all subjects
in elementary and secondary schools who are busy and
need to spend a lot of time and energy creating questions
to help students consolidate knowledge" (P2). "Tutor-
CraftEase may be more suitable for teachers who enjoy
innovation and novelty" (P4). "TutorCraftEase may be

more suitable for young teachers when designing class-
room interactive questions or stimulating the thinking
of both teachers and students" (P20).

A very small number of participants expressed uncertainty about
whether TutorCraftEase can reduce teachers’ mental workload.
They thought that TutorCraftEase merely shifts teachers from be-
ing question creators to reviewers of questions generated by a
large language model, requiring teachers to check and understand
questions they not familiar with.

5.2.2 TutorCraftEase generates diverse pedagogical ques-
tions that meet teaching quality needs. Most participants



TutorCraftEase: Enhancing Pedagogical Question Creation with Large Language Models

CHI ’25, April 26-May 01, 2025, Yokohama, Japan

Table 6: LLM Requests Statistics for TutorCraftEase and LLM Toolbox, where successful TutorCraftEase requests denote requests

yielding valid parsable JSON.

TutorCraftEase LLM Requests Statistics

Interactive Behavior

Successful Requests

Total Requests Success Rate AVG Response Time

Using 'One-Click generation’ Button 215
Modifying the Question Attribute 126

237 90.72% 11.81s
139 90.65% 3.17s

LLM Toolbox Requests Statistics

Interactive Behavior Successful Requests Total Requests Success Rate AVG Request Time

Summarization 201
Question Generation 506
Use Custom Prompt 181

202 99.50% 0.95s
513 98.63% 1.03s
181 100% 2.69s

highly praised the logical framework (namely, title-body-solution
steps) and quality of questions generated by TutorCraftEase, noting
that the generated pedagogical questions closely align with the
knowledge points, feature clear and concise solution steps, and
cover a wide variety of question types. Some participants noted,

"TutorCraftEase accurately creates questions based on
the input knowledge points, and the generated ques-
tions are free of factual errors, scientifically sound, and
reasonable” (P31). "TutorCraftEase has strong scalabil-
ity, and the generated pedagogical questions are closely
aligned with the knowledge points" (P8). "In interactive
editing, when creating pedagogical questions with the
same attributes twice, the results differ each time, high-
lighting the diversity in question generation, which is
commendable"(P18). "The generated questions mostly
meet expectations, providing multiple related questions
of varying difficulty levels, suitable for different grade
levels" (P22).

There are also a minority of participants (n=9) who felt that the
quality of the questions generated by TutorCraftEase did not meet
their expectations. The main reasons included:

e Inconsistent question quality. The generated questions some-
times exceeded the intended scope, contained factual inac-
curacies, and performed poorly in mathematical and logical
reasoning. Issues raised included, "the extraction of images
and contextual content is incomplete, making it difficult to
generate high-quality questions" (P28), "the difficulty of the
questions is unusual for typical exam questions” (P34), and
"TutorCraftEase struggles with tasks that require deep analyti-
cal thinking and reasoning, such as those found in mathematics
and physics" (P15).

o Incomplete consideration of question complexity. The depth
and difficulty of the generated questions were often deemed
inadequate, with participants commenting, "the questions
lack sufficient complexity and cover too few concepts” (P24),
and "generated questions do not consider the complexity of
calculations, such as adjusting gravitational values to multiples
of 9.8 to simplify calculations for students” (P11).

e Limited question types. The pedagogical questions were
text-based and did not support complex information and

contextual semantics. This limitation is noted in remarks
such as, "the tool does not support complex tables or customized
templates” (P1), and "the questions generated were described
as simple, single-topic and lacking context" (P35).

5.2.3 TutorCraftEase fosters human-LLM collaboration but
may effect teachers’ creative autonomy. Participants praised
TutorCraftEase’s highly user-friendly design, highlighting that it
not only simplifies the process of creating pedagogical questions
but also provides options for interactive editing and question re-
generation. Additionally, it retains the functionality for manual
editing of pedagogical questions, offering users greater flexibility.
As emphasized by some participants,

"TutorCraftEase enables collaboration between teachers
and Al improving the efficiency and quality of creating
pedagogical questions, and being able to become a valu-
able assistant for teacher” (P20). "Through interactive
editing, TutorCraftEase facilitates effective collabora-
tion between teachers and LLMs in generating questions,
allowing for customization of question types, difficulty
levels, and knowledge points" (P31). "For me, Tutor-
CraftEase is easy to edit. Besides interactive editing,
users can also add relevant hints for the question-solving
section, among other features” (P10).

However, participants believed that the LLM Toolbox and spread-
sheets were more effective in helping them create original peda-
gogical questions, while TutorCraftEase somewhat restricted their
creative autonomy. Although both TutorCraftEase and the LLM
Toolbox rely on LLM assistance, the LLM Toolbox is perceived to
offer greater autonomy. This is because the final creation of ped-
agogical questions in the LLM Toolbox still requires participants
to manually filter and refine the LLM-generated outputs, with the
LLM’s role limited to extracting knowledge and gathering infor-
mation. Interestingly, the participants seem to have overlooked
the fact that TutorCraftEase also supports manual adjustments to
pedagogical questions. As pointed out by some participants,

"TutorCraftEase is simple and efficient to operate, but
the autonomy is relatively weaker" (P23). "If time were
not so pressing, I might not prioritize the TutorCraftEase,
as it always feels like it’s not my own creation” (P25).
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"When using Spreadsheets, I feel that the control and ini-
tiative over knowledge are still in my hands" (P5). "LLM
Toolbox merely provides a more flexible template for
generating questions, without limiting teachers’ ability
to choose other options"(P2).

As a result, some participants expressed a desire for Tutor-
CraftEase to include a feature for manually designing prompts,
similar to the LLM Toolbox, in order to enhance their creative au-
tonomy during the creation process. For example, P4 stated "The
LLM Toolbox allows me to personalize the prompts and gradually
generate information about the questions”". However, most of the
participants expressed concerns about the design of the prompts
themselves, noting "I do not even know how to design the output
format of a prompt" (P31).

524 LLM-based tools like TutorCraftEase drive educational
transformation and have the potential to reshape teaching
models. Participants believe that LLMs can offer teachers a wealth
of resources, broaden their perspectives on teaching, and enhance
their skills in instructional design and innovation, especially for
young teachers. Furthermore, participants felt that the pedagogical
questions generated by LLM could effectively stimulate the critical
thinking of students, as answers to these questions are not readily
available online. As mentioned by some participants,

"LLMs, with their powerful resource integration capa-
bilities, can provide teachers with abundant teaching
materials and case studies, helping to broaden their in-
structional perspectives” (P17). "Teachers can also use
LLM-based technology to quickly generate diverse in-
structional design plans, effectively reducing the chal-
lenges of lesson preparation caused by resource short-
ages and content complexity" (P21). "In the long term,
large language model technology not only has the poten-
tial to significantly enhance teaching quality, but also
provides scientific support for decision making, aiding
educators in their professional growth and skill devel-
opment" (P12).

Participants also believe that LLM-based technology allows
teachers to manage the pedagogical process more effectively. This
is primarily because LLMs can significantly reduce teachers’ work-
load, especially in areas such as creating pedagogical questions,
enabling them to concentrate more on overall pedagogical devel-
opment and deliver more precise instruction. At the same time,
participants unanimously agree that the role of LLMs in educa-
tion is largely supportive rather than substitutive. However, they
also emphasize that the implementation of this technology will
impose new demands on teachers’ skills and professional roles. For
example, a participant mentioned

"As LLMs-assisted technology continues to mature, it
will penetrate the education field and gradually inte-
grate into classrooms. What will truly be phased out are
those teachers who are unwilling or unable to adopt new
tools. Therefore, it is crucial for teachers to proactively
adapt to these trends, engage in continuous learning,
and master new tools" (P35).

In addition, participants believe that LLM-based tools and tech-
nologies have a positive impact on education and can bring about
profound changes in the field. The application of this technology
helps optimize the allocation of educational resources, promotes
interdisciplinary integration, and advances educational equity and
high-quality development, ensuring that the benefits of technologi-
cal progress reach every student and teacher. As some participants
stated,

"The impact of LLM-assisted technology on the educa-
tion field is profound and multifaceted. Its powerful data
processing capabilities, intelligent analytical functions,
and highly customizable features have brought about
revolutionary changes in the education field" (P21).
"LLMs-assisted technology will accelerate education’s
transition into the new era of “artificial intelligence + ed-
ucation’, providing more precise and abundant teaching
resources while driving the comprehensive development
of the field" (P2). "By integrating knowledge from di-
verse disciplines, LLMs can foster interdisciplinary col-
laboration, offering students a more comprehensive and
multidimensional educational experience" (P1). "Fur-
thermore, the application of LLMs helps overcome geo-
graphic and economic barriers to educational resources,
enabling students in remote areas to access high-quality
educational materials and services" (P28).

Beyond the benefits mentioned above, the participants also ex-
pressed concerns about LLM-based technology, warning against the
potential "dangers of A/LLM" (P15). For example, some participants
worry that the steep learning curve associated with new technolo-
gies, along with an overreliance on LLMs, could negatively impact
pedagogical methods and diminish teaching quality. In addition,
this technology could exacerbate disparities in teachers’ abilities, be
misused as a tool for student cheating, or even lead to a reduction
in employment opportunities, with some participants expressing
concerns about potential job displacement.

6 Discussion and implication

6.1 Effective transformation of LLM outputs
into pedagogical questions

The mechanisms by which LLMs analyze subtle differences in
prompts remain largely a ’black box’ [115, 117]. Even when pro-
vided with identical prompts, LLM outputs occasionally deviate
from expected requirements. Thus, designing effective prompts and
transforming LLM outputs into content that meets specific needs
has become a core challenge in developing LLM-based tools. For in-
stance, TutorCraftEase aims to generate pedagogical questions with
a ’title-body-solution steps’ framework based on user-selected con-
tent from reference panels. In earlier attempts, we explored specific
models like T5 [84] and BART [51] to generate question-answer
pairs or to summarize titles and hints for pedagogical questions.
However, these approaches fell short in addressing the nuanced
requirements of crafting questions. For example, the t5-base-qa-qg-
hl model [79] relies heavily on extracting information from input
text, lacks the creativity needed to generate complex application or
computation problems, and struggles to process lengthy inputs. In
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contrast, GPT-40 overcomes these limitations, demonstrating the
ability to process long texts and generate diverse, complex teaching
problems, providing robust support for this task.

To generate high-quality pedagogical questions using GPT-4o,
we identified the core elements required for various problem types
and implemented techniques such as the RICTEF prompt template,
chained prompt strategy, and tree-based decomposition method.
These approaches reduce issues of excessive generalization or di-
vergence in generated questions while clearly defining output re-
quirements. However, prompt engineering alone cannot completely
eliminate the instability of generated questions, a limitation con-
sistent with existing research findings on the variability of LLM
outputs under fixed prompts [115]. Additionally, we observed that
LLMs, in rare cases, may over-rely on template examples, which
can constrain content diversity. To mitigate this, we suggest us-
ing dynamic templates and random example selection strategies to
encourage more varied and personalized output.

Implication: The variability of LLM outputs and their ’black-
box’ nature indicate that prompt design and its impact on output
results are highly complex. For general-purpose LLMs, the key
to transforming outputs into content that meets specific domain
requirements lies in the construction of precise, well-structured
prompt templates. These templates must establish a clear relation-
ship between the input data, the model’s processing method, and
the output. In addition, it is essential to incorporate relevant domain-
specific constraints (such as the requirements for various types of
pedagogical question) to ensure the quality and stability of the out-
put conversion. To balance stability and diversity in the generated
content, future LLM-based educational tools may need to integrate
more flexible, context-sensitive mechanisms to accommodate evolv-
ing input and output requirements. Meanwhile, post-processing
techniques (such as secondary accuracy checks) can help ensure
the stability of the output.

6.2 Balancing Al assistance and user autonomy
in pedagogical questions creation

LLMs have greatly enhanced the efficiency of creating pedagogical
questions while significantly reducing teachers’ workloads. How-
ever, we found that participants often feel that these tools limit
their direct control over summarizing knowledge points and cre-
ating questions, thereby hindering their ability to fully exercise
autonomy. Although teachers can modify or regenerate questions
through interactive editing, these options do not fully alleviate their
concerns. Furthermore, we observed that participants frequently
overlook the fact that they can manually adjust the pedagogical
questions generated by LLMs during use. This issue is closely linked
to their self-perception as assessors or users rather than collabo-
rators in the creative process, which deepens their reliance on the
creation tools and further diminishes their sense of autonomy.

In the process of creating pedagogical questions, teachers’ re-
liance manifests in dependence on both the LLM assistance (creative
tools) and overly rigid solutions to questions. The impact of reliance
on LLM assistance is relatively minor, as the questions generated
by LLM function similarly to traditional purchased question sets
or exam papers, while also encouraging teachers to actively check
and verify the correctness of the questions. However, dependence
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on Al-generated overly rigid solutions may have a more profound
negative impact on the pedagogical process. This reliance may lead
to a more uniform teaching approach, reducing both the flexibility
and diversity of instructional methods, thereby limiting students’
ability to innovate.

Implication: As stated by Passi and Vorvoreanu [78], offering
personalized adjustments, real-time feedback, and modified interac-
tion strategies can enhance user autonomy and reduce overreliance
on LLM assistance (e.g., modifying question attributes and making
manual adjustments). Additionally, gradual guidance or offering di-
verse content creation options, such as providing multiple solution
steps or guiding users to add hints or scaffolding, can further pre-
vent dependency. Beyond reliance on LLM assistance, our primary
concern is users’ overreliance on Al-generated overly rigid solu-
tions (e.g., question-solving steps). To address this, we recommend
providing users with multiple alternative solutions and introduc-
ing a reflection mechanism (such as annotations and comments
on generated content) to encourage critical thinking and reduce
dependency.

6.3 Teacher-centered interactive design for
LLM-based pedagogical support tools

For teachers of non-computer science, directly using LLM or design-
ing appropriate prompts for it is a highly challenging task[111]. To
address this, TutorCraftEase simplifies the interaction process with
the LLMs by only requiring teachers to provide the reference mate-
rials for the pedagogical questions or modify the attributes of the
generated questions that need to be regenerated. However, apart
from modifying the attributes to regenerate new questions, Tutor-
CraftEase does not provide corresponding interaction technologies
for the details of the pedagogical questions (such as undo, redo, etc.),
and only allows teachers to manually modify those questions. This
somewhat limits the flexibility and ease of operation for teachers
during the question-editing process. Moreover, TutorCraftEase’s
generation of large amounts of content (for example, generating
multiple pedagogical questions at once, each with more than 500
words) results in longer generation times, which affects the user
experience. To improve this, progress feedback for each question
could be provided in real-time, or even elements within a single
question, based on the ’title-question-solution steps’ framework,
could be displayed gradually to alleviate the user’s demand for
real-time responsiveness.

Furthermore, tools like TutorCraftEase face the complexity of
personalization because their users and content recipients are not
in the same group. The tool must meet the personalized needs of
creators in content creation, while also accommodating the per-
sonalized experiences of the recipients. However, creators often
struggle to obtain specific information about the recipients, which
limits the design space for interaction technologies in content cre-
ation and affects the creator’s freedom during the creative process.
Additionally, we have found that custom prompts can effectively
support the generation of personalized content (as reflected in feed-
back from some users of the LLM Toolbox), but helping teachers
who are unfamiliar with prompt design to quickly and accurately
customize prompts remains a challenge that needs to be addressed
in future work.
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Implication: Providing intuitive interfaces and interaction meth-
ods is essential to facilitate collaboration between humans and
LLMs, especially for users unfamiliar with LLMs[47]. This includes
showcasing the LLMs’ strengths, such as their ability to quickly
summarize and generate content in pedagogical questions creat-
ing tasks, and providing appropriate intervention strategies at key
stages to reduce the learning curve [95] for new technologies, en-
able personalized changes (e.g., prompts and content), and support
flexible review. Furthermore, generating multiple pieces of content
at once may reduce response time expectations, so displaying con-
tent (e.g., elements within content) sequentially can help alleviate
pressure. Another approach is to simplify prompts and limit the
output size of LLM to improve the LLM’s understanding. Equally
important is enabling creators to access audience-specific infor-
mation. Future LLM-based pedagogical support tools could collect
or integrate user and contextual data (e.g., students’ responses to
pedagogical questions), thereby facilitating more effective content
customization while preserving creative freedom.

6.4 The impact of LLM-based technology on
teachers’ role and educational development

As educational methods continue to evolve—from manual craft-
ing of pedagogical content to the use of productivity tools [75],
and now to the widespread adoption of LLM-based technologies
and the emerging potential of Al-generated content (AIGC), future
development of education prompts deep reflection[21, 49]. In this
process, improving teaching quality and advancing the education
sector remain central goals. These advancements are evident in
various ways, such as the innovation of supplementary teaching
methods, the realization of personalized learning, and the removal
of geographic barriers to broaden access to education. However,
as technology progresses and educational models transform, the
demands on teachers increase. Teachers must not only master new
technologies, but also reconsider their roles in this evolving edu-
cational landscape. Despite these changes, the core of education
remains unchanged: the profound communication and emotional
resonance between teachers and students continue to be the essence
of teaching. Although LLM-based technologies and Al can offer
powerful support, they cannot replace the guiding and inspiring
roles of teachers in the educational process.

While acknowledging the positive impact of LLM-based tech-
nologies on the development of education, it remains essential to
critically evaluate their actual capabilities in terms of accuracy,
diversity, and ability to meet personalized teaching needs[1]. Some
educators argue that tools such as TutorCraftEase are gradually
shifting the focus of teaching quality from the teacher’s exper-
tise to the quality of content generated by AI or LLMs. This shift
raises important questions about how to measure the participa-
tion of teachers and LLMs in the teaching process and how this
involvement relates to teaching quality. Furthermore, this change
in the degree of participation could exacerbate disparities in teacher
capabilities, potentially undermining the effectiveness of teaching.

Moreover, compared to applications in healthcare and transporta-
tion that require zero tolerance for errors [22, 85], the education
field demonstrates a greater tolerance for inaccuracies in generated
content. Educators may even welcome such errors to some extent,

viewing them as opportunities to stimulate student thinking and
assess their understanding of knowledge. This tolerant attitude
underscores the importance of fostering critical thinking and inde-
pendent learning skills, further emphasizing the supportive role of
LLM-based technologies in education.

Implication: With the introduction of LLMs in education, the role
of teachers may shift from being knowledge transmitters to more
active roles as knowledge reviewers, motivators of student learning
and emotional supporters. In response to this shift, the design of
pedagogical support tools should prioritize fostering efficient col-
laboration between teachers and Al with a clear delineation of their
respective roles. For example, teachers should retain responsibility
for classroom management and personalized guidance, while Al
focuses on tasks such as automated content generation and data
analysis. Future research should also examine the specific impact of
varying levels of collaboration between teachers and Al on teaching
quality, providing insights to optimize the design and application
of teaching tools. Al-based tools should be viewed as partners in
education, not just as impersonal machines. Therefore, these tools
should be designed with a teacher- and student-centered approach,
prioritizing on emotional and personalized support while allowing
for minor non-common-sense errors.

7 Limitations and Future Work

We did not fully adopt validated tools such as SUS or NASA-TLX
[2, 10] for user experience evaluation. Instead, we selected metrics
from them and supplemented them with assessments of collabo-
ration and autonomy demonstrated by TutorCraftEase during the
creation of pedagogical questions. Future research will employ a
mixed-methods approach, combining standardized tools with self-
designed questionnaires to improve measurement accuracy and
generalizability. Although statistical analysis shows that Tutor-
CraftEase generates pedagogical questions of similar quality to
those created by experienced teachers, the current process does not
fully account for students’ abilities. We plan to adapt the tool to
better align with students’ learning needs and test it in real-world
teaching contexts.

We also found that LLM’s generative capabilities may affect
teachers’ autonomy in question creation. Although our interaction
methods can partially mitigate this, further exploration of the influ-
encing factors is needed. We also discovered that the dependency
on the overly rigid solution generated by Al in question solving
could influence the teachers’ pedagogical thinking. Future research
should examine this further and propose appropriate solutions.
Furthermore, although we have compared the effects of not using,
selectively using, and fully relying on the capabilities of LLM to
create pedagogical questions, the methods and extent of LLM inte-
gration in education will have broad implications for teachers and
teaching practices. Future studies should extend this discussion to
other areas, such as lesson planning, student learning assessments,
and more.

Finally, while this study focuses on TutorCraftEase’s perfor-
mance in generating teaching questions for OATutor, we have not
yet examined its application within OATutor or other intelligent
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tutoring systems. Future work will explore its role in the ITS con-
tent creation ecosystem and conduct comparative studies to assess
its effectiveness and usability.

8 Conclusion

In this work, we introduced TutorCraftEase, an innovative inter-
active tool designed to help authors simplify the creation of com-
plex pedagogical questions. Comparative studies with traditional
spreadsheet-based authoring methods and basic LLM support tools
show that the pedagogical questions generated by TutorCraftEase
are comparable in quality to those created by experienced teachers,
while significantly reducing the time and effort required. Mean-
while, most of the participants expressed a strong preference for
TutorCraftEase and were willing to recommend it to others.
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A The structure of pedagogical question

The template for creating pedagogical questions using Spreadsheet
in the OAtutor system is shown in Figure 10. To simplify the process
of creating pedagogical questions, we organize each pedagogical
question into a title, body, and solution steps. Each step includes a
title, body, answer, and hints, which can be divided into hints and
scaffolding.

B RICTEF template and LLM output format

B.1 RICTEF prompt template

Based on several existing methods[19, 98], including RTF (Role,
Task, Format), RISE (Rose, Input, Steps, Expectation), RTCF (Role,
Task, Context, Format) and RTCEF (Role, Task, Context, Example,
Format), we developed a RICTEF (Role, Input, Constraint, Task,
Example, Format) prompt template to enhance the generation of
pedagogical questions. This template supports the creation of var-
ious pedagogical questions using reference materials selected by
the author.

RICTEF emphasizes two key factors: input and constraints. The
input, derived from user-selected content, provides the contextual
semantics and scenarios necessary for generating pedagogical ques-
tions. Constraints limit the scope of the LLM’s output, preventing
irrelevant content and ensuring that the generated questions align
with teaching requirements, such as specified grade level and dif-
ficulty. As shown in Table 7, we provide a detailed explanation
of the purpose of each factor in the RICTEF template, along with
corresponding examples to support the explanation.
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Figure 10: Pedagogical question in OATutor with with Spread-
sheet creation.

B.2 Formatting for LLM Outputs

To streamline the parsing of LLM outputs, we instruct the LLM to
structure its responses in JSON format. For instance, in the final
output of the question generation chain, we prompt the LLM to
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TutorCraftEase: Enhancing Pedagogical Question Creation with Large Language Models

Siiding friction

Figure 11: Examples of pedagogical questions created by par-
ticipants using TutorCraftEase (translated into English), in-
cluding solution step, hints and scaffolding.

output a JSON array, where each element is an object containing
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keys for ’title’, ’body’, ’question’, ’answer’, and ’instructions’. Within
’instructions’, each element is further defined as an object with keys
for ’type’, ‘title’, text’, and answer’, where ’type’ can be either "hint’
or ’scaffolding’, and "answer’ is required only for scaffolding. Upon
receiving the output from the LLM, we employ regular expressions
to correct any formatting errors, ensuring the output adheres to
valid JSON syntax. This includes detecting and escaping unescaped
special characters by prefixing them with a backslash, thereby
facilitating smooth JSON parsing and integration into the system.

C Examples of generated pedagogical questions

The pedagogical questions generated by TutorCraftEase are shown
in Figure 11, including fill-in-the-blank questions, multiple-choice
questions, and others. The generated pedagogical questions are
displayed in the preview panel, where users can verify and check
their answers by entering them in the designated input area. Addi-
tionally, users can access hints and scaffolding through the assistive
button (the icon: A person with their hand raised).
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Table 7: RICTEF prompt elements and their uses.

Factor Purpose Example

Role Define the perspective or assumed persona to guide the tone Act as a physics teacher
and intent of question creation.

Input Provide the selected text by user. The information selected by the user from the reference
panel, such as "What is temperature? It’s one of those
concepts..."

Constraint  Constraints specify custom parameters, including grade level, Grade: 8th-grade;
question type, knowledge points, and sub-questions, to tailor ~question type: true/false question;
the generated question. course: physical;
knowledge points: boiling point

Task Describe the task you want the LLM to perform, combined with ~ Create a pedagogical question based on the constraint
the specified constraints.

Example  Provide specific example instructions to guide the LLM’s re- "question": "The boiling point of water is typically 100°C
sponse. at standard atmospheric pressure"”;
"answer":"True"

Format  Define the desired output structure, including question, options, the format of true/false question
answer, type, etc.
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